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Abstract

This paper proposes a generic procedure for training a
scene specific people detector by exploiting simple human
interaction. This technique works for any kind of scene im-
aged by a static camera and allows to considerably increase
the performances of an appearance-based people detector.
The user is requested to validate the results of a basic detec-
tor relying on background subtraction and proportions con-
straints. From this simple supervision it is possible to select
new scene specific examples that can be used for retraining
the people detector used in the testing phase. These new ex-
amples have the benefit of adapting the classifier to the par-
ticular scene imaged by the camera, improving the detec-
tion for that particular viewpoint, background, and image
resolution. At the same time, positions and scales, where
people can be found, are learnt, thus allowing to consider-
ably reduce the number of windows that have to be scanned
in the detection phase. Experimental results are presented
on three different scenarios, showing an improved detection
accuracy and a reduced number of false positives even when
the ground plane assumption does not hold.

1. Introduction
Traditional video content analysis research has mainly

focused on realizing fully automatic algorithms that do not
consider the interaction with a human agent. This choice
derives from the fact that the human behavior is variable
and not fully predictable and it is sometimes unfeasible to
insert a man in the loop of computer vision procedures. On
the other hand, though, the capabilities of a state of the art
intelligent video surveillance system are far from equating
those of a man.
In the last years, many appearance-based people detectors
have been proposed [3, 9, 14, 4, 2, 1], whose performance
greatly depends on size and variability of the training sets
and on the learning procedure that is applied. With this
kind of approaches it is difficult to train a classifier that is
invariant to changes in viewpoint, illumination, image res-

olution and background [5]. Furthermore, a sliding win-
dow approach [3] is usually adopted for the detection phase,
thus meaning that tens of thousands of windows (e.g. for a
720x576 pixels image) are scanned for searching for people
at every location and scale, if no additional high level in-
formation is exploited. This procedure leads to prohibitive
running times and a non negligible number of false posi-
tives per image.
In a static camera context some solutions have been pro-
posed for limiting the analysis only to those parts of the
image and scales where a person is possible to be present.
Background subtraction [14] and probabilistic techniques
[11, 8] have been widely applied for extracting the fore-
ground, but with well known limitations, such as merging
of close targets or of targets with their shadows and the need
of good contrast between foreground and background.
Geometric information about the scene, such as the pres-
ence of a ground plane, has also been exploited [7] in order
to limit the size of people in the image. However, this as-
sumption only holds if a single ground plane exists, but this
is not the case of scenes featuring, for example, changing
slopes or stairs.
In this work, we propose a general technique that, at the
cost of a simple interaction with a human agent, can both
improve the accuracy and reduce the computational time of
a state of the art people detector without any geometric as-
sumption on the imaged scene.

1.1. Related Work

Most of the research done on scene specific detectors
deals with the problem of selecting new training exam-
ples for retraining the detector in order to make it adapt to
the specific conditions of viewpoint, background and res-
olution. These new examples must be reliable and intro-
duce complementary information with respect to that al-
ready present in the training set. Along this line, for exam-
ple, Nair and Clark [10] exploited a background subtraction
algorithm to select some person examples from a training
video. However, due to the inaccuracy of background sub-
traction, this procedure introduced also bad examples in the
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training set, thus leading the people detector to easily drift.
Wang and Wang [13] combined different cues for the auto-
matic selection of new examples obtaining good accuracy
improvement for a particular traffic scenario and assuming
an eagle-eye perspective for the camera. Stalder et al. [12]
exploited a tracking procedure for improving detection in
presence of occlusion, but they also assumed the presence
of a ground plane. In Gualdi et al. [6] a human agent is
requested to select the good detections among the labels
provided by an automatic people detector, so as to increase
the reliability of a subset of validated examples that can be
used to retrain the detector. However, since the same detec-
tor is used for both the training and test phases, the selected
people can result as not enough informative examples for
the retraining phase. Furthermore these examples are em-
ployed only in the last stages of a cascade classifier, thus
resulting in a reduced number of false positives, but not of
false negatives. In addition, the algorithm in [6] also re-
lies on the ground plane assumption to prune the number of
search windows.

1.2. Our Approach

In the approach described in this paper we select new
training examples by running a basic people detector based
on background subtraction on an appropriate training video
where people appears roughly in all the locations they can
access in the scene and asking a human agent to validate the
presented results. Therefore, unlike Gualdi et al. [6], we use
a different detector for the training and the test phases and
we exploit the gathered examples to reduce both the false
positives and the false negatives rates. As an additional re-
sult of the training phase, positions and scales where people
can be found in the image are learnt and used in the detec-
tion phase, thus allowing a considerable reduction of com-
putational time and false detections. A significant advan-
tage respect to previous work is that the proposed technique
does not make any geometric assumption on the scene, thus
it is applicable to every type of scene, even where no planar
ground plane is present.
The paper is organized as follows: in Section 2 the human
interaction procedure and the useful information that can be
learnt are described. In Section 3 experiments on three dif-
ferent scenarios are reported, showing improvements both
in detection accuracy and computational time. Conclusions
are presented in Section 4.

2. Human interaction and its benefits
2.1. Validation procedure

In order to improve the performance of an appearance-
based people detection system, we request a human agent
to validate some detections coming from a basic people de-
tector that can easily run in real time. The basic detector

we use here performs background subtraction and applies a
threshold and some constraints on the dimension and pro-
portions of a blob. As we said in Section 1, these kind of
techniques suffer many problems, that is the resulting detec-
tions can contain also some shadows, or only part of a per-
son because the foreground has not enough contrast with the
background, or more persons can be merged into the same
blob if they are too close. Thus the blobs that pass this pre-
liminary test are provided to a human agent for validation.
The operator’s task consists in choosing the detections that
contain only one whole person by simply clicking inside the
corresponding windows, which is the type of examples fed
to the algorithm that train the people classifier. The human
agent can also properly set the threshold of the background
subtraction algorithm in order to have the best separation
between background and foreground. Both the proposed
tasks are fast to be performed, can be executed by non ex-
pert people, and do not require particular precision in the
selection. In Figure 1(a) the result of background subtrac-
tion after thresholding and some morphological operations1

is reported for a video frame of the PETS 2006 dataset2.
After the foreground pixels are separeted in connected com-
ponents, a simple constraint on blob proportions is applied
in order to select standing people candidates3. Figure 1(b)
shows in red (solid line) the bounding boxes of the blobs
that passed this preliminary test. Once a blob is validated
by the human agent, its bounding box is enlarged (in green
(dotted line) in the figure) in order to contain also a proper
contour around the person, similarly to the INRIA4 exam-
ples used by Dalal and Triggs [3]. Then that portion of the
image is resized to the canonical dimensions of 128x64 pix-
els and saved as a new scene-specific positive example.

(a) Foreground mask. (b) Proposed (red/solid) and vali-
dated (green/dotted) detections.

Figure 1. The acquisition steps for the scene-specific examples.

2.2. Scene-specific data

The scene-specific examples are used, together with the
default ones, to retrain the people detector in order to in-

1An opening operation can be enough to remove salt and pepper noise.
2This dataset can be freely downloaded at http://www.cvg.rdg.

ac.uk/PETS2006/data.html.
3E.g. blobs with a width-height ratio between 0.2 and 0.7 and not con-

nected to the image borders.
4http://pascal.inrialpes.fr/data/human.

http://www.cvg.rdg.ac.uk/PETS2006/data.html
http://www.cvg.rdg.ac.uk/PETS2006/data.html
http://pascal.inrialpes.fr/data/human.


crease its accuracy in detecting people from that particular
scene. These new examples are uncorrelated from the de-
fault ones, since they are not selected by the people detector
we use in the test phase, so they are more likely to be infor-
mative for retraining. We randomly select also some scene-
specific negative examples from the background image and
add them to the default ones.
Further useful information can be jointly derived by the val-
idation procedure described in Section 2.1. In fact, every
validated window provides also information about the im-
age position and scale at which a person can appear. As a
result, if the human agent validates detection windows near
to every possible location of people in the image, the detec-
tion algorithm can learn where to search for people and at
which scale.
For instance, in Figure 2(a) all the detection windows vali-
dated by a human agent from 480 frames of the PETS 2006
video are drawn, while in Figure 2(b) the correspondent
windows centroids are reported. As it can be seen, almost
all the area where people can be found is covered by the se-
lected detection windows, thus they give a good indication
of where to search for people in the image.

(a) Selected windows. (b) Centroids of the selected win-
dows.

Figure 2. All selected positive examples for the PETS 2006 video.

2.3. Detection phase

We use the sliding window technique for densely ana-
lyzing an image at different scales where every scale dif-
fers from the previous one by a constant scale factor. In
a (x,y,scale) representation of the search space, where the
axis are the x and y position of the windows centroid in
the image and the window scale, the detection windows
to be analyzed at every scale are points that lie on planes
parallel to the xy plane. In Figure 3 the windows corre-
sponding to the scene-specific examples of Figure 2(a) are
represented as red points in this 3D space. A scale value
of 1 corresponds to a detection window of standard dimen-
sion, 128x64 pixels. Values that are larger than 1 represent
smaller windows, while values smaller than 1 refer to big-
ger windows. This figure well highlights that people’s size
in the image increases with the y coordinate.

As a pruning strategy for the windows to be classified in
the detection phase we propose to analyze, at every scale,
only those windows that lie in a 3D neighborhood of those
selected by the human agent. This neighborhood is defined
by setting a proper threshold on the Euclidean distance af-
ter having normalized the three axis. So far this threshold
has been empirically set. In Figure 3 the windows that are
analyzed are represented as blue points around the red ones.
These portions of plane can be depicted through a 3D binary

(a) Lateral view (b) 3D view

Figure 3. Windows selected in the validation phase (red points)
and windows to be analyzed in the detection phase (blue points).

matrix that is set to 1 in correspondence to the centroids po-
sition of windows that could contain a person at a partic-
ular scale. An example of this matrix is illustrated, scale
by scale, in Figure 4 for the PETS 2006 video when choos-
ing 1.2 as scale stride. This matrix can be easily computed
offline and used in the detection phase for analyzing only
those windows corresponding to matrix points (x,y,scale)
set to 1.

Figure 4. Scale matrix illustration: the white zone represents
where the centroids of the windows to be analyzed lie; the num-
bers represent the scale values.

This pruning procedure does not rely on any geometric as-
sumption (e.g. the existence of a ground plane), so it is fully
generic and applicable to every type of scene.

3. Experimental results
We show the performance of the described approach

with three videos corresponding to different scenarios im-
aged by a static camera. Every video sequence has been
partitioned into one section used for selecting the scene-
specific examples through foreground extraction and hu-



man validation, and the remainder used for testing. As for
the people detector, we used Dollár’s implementation of
HOG5 and the same procedure and parameters described
by Dalal and Triggs [3] for training the default detector.
However, since the proposed technique is generic, any other
appearance-based pedestrian detectors can be used.
Three different approaches have been compared with the
test videos:

• generic: people are densely searched in all the image
at every scale with the HOG detector trained with the
default examples;

• semi scene-specific: the pruning procedure is used for
limiting the number of windows to be analyzed, but the
default detector is used for classification;

• scene-specific: both the pruning procedure and the re-
trained detector with the scene-specific examples are
used for detection.

3.1. PETS 2006 video

The first results presented here refer to a video of the
PETS 2006 dataset. In this scenario the camera is tilted
of about 30 degrees with respect to the horizontal, so peo-
ple are seen from above, while the most part of the default
training examples that are fed to our learning algorithm are
depicted from a frontal view. In addition to these default
examples 800 scene-specific examples have been selected
from a part of the video not used for testing. Some of these
new examples are reported in Figure 5.

Figure 5. Some of the scene-specific examples acquired for the
PETS 2006 video.

We also added 500 negative windows to the negative train-
ing set, extracted by the background image. This image has
been obtained by means of a median filter applied pixel-
wise to the video frames. It has also been added to the set
of images used for the bootstrapping procedure [3].
The test set is composed of 1000 frames that had not be used
for the validation phase. Figure 6 reports a comparison be-
tween the generic detector and the scene-specific when set-
ting the confidence threshold to −0.5, the scale stride to
1.05 and the default parameters for the HOG descriptor [3].
The improvement obtained with the scene-specific approach
is remarkable in terms of new persons detected, increased

5Contained in his Matlab toolbox http://vision.ucsd.edu/

˜pdollar/toolbox/doc/index.html.

confidence in the detection, and false positives avoided.
The first two features are mainly due to the adaptation of
the classifier to the current point of view, while the last
is strongly related to the restriction of the people search
space. For what concerns the computational time, the
scene-specific detection allows to save 75% of the compu-
tational time. The performance of the generic, semi scene-

Figure 6. Detection results on the PETS 2006 video with the
generic (left) and scene-specific (right) detector. The confidence
threshold is set to −0.5.

specific and scene-specific detectors can be better under-
stood with the DET curves [5] obtained by varying the con-
fidence threshold and reported in Figure 7. We adopted the
PASCAL criterion [5] for comparing the detection results
with the ground truth and in the two axis the number of
False Positives Per Frame and the False Rejection Rate are
shown. At 10−1 FPPF 10% more people are detected by
the scene-specific detector while formerly neglected by the
generic one.

3.2. Prato video

The second video we used for testing refers to a scene
with a changing slope, where the ground plane assumption

http://vision.ucsd.edu/~pdollar/toolbox/doc/index.html
http://vision.ucsd.edu/~pdollar/toolbox/doc/index.html


Figure 10. Detection results on the Prato video with the generic (first row) and scene-specific (second row) detector. The confidence
threshold is set to −0.5.

Figure 7. DET curves for the PETS 2006 video.

does not hold. From a part of this video we acquired 416
new positive examples and 500 negative examples. Figure 8
illustrates the position of all the selected positive examples
in the image and Figure 9 shows the content of some of
these windows.
The test set here is composed by 1000 frames at a resolu-

(a) Selected windows. (b) Centroids of the selected win-
dows.

Figure 8. All selected positive examples for the Prato video.

tion of 960x540 pixels. In Figure 10 the detection results of
the generic and scene-specific detectors are compared and
the DET curves are reported in Figure 11. From the im-
age comparison it is easy to check the effectiveness of the
pruning strategy in removing some false positives on the
statues or that have dimensions not compatible to those of a
person. The increased confidence on the detection windows

Figure 9. Some of the scene-specific examples acquired for the
Prato video.

containing a person can also be noticed. Finally, the pruning
strategy allows here to save the 78% of the computational
time.

Figure 11. DET curves for the Prato video.

3.3. Stairs video

In the Stairs video, people moving around some emer-
gency stairs are present in the scene. This is a another typ-
ical video surveillance scenario where the ground plane as-
sumption does not hold, while our procedure is applicable.
From a training video we acquired 600 new positive exam-
ples and 500 negative examples. Fig. 12 illustrates the posi-
tion of all the selected positive examples in the image, while
the DET curves for this video are reported in Fig. 13.

Even for this video a clear performance improvement is
obtained with the scene-specific approach and 60% of the



(a) Selected windows (b) Centroids of the selected win-
dows

Figure 12. All selected positive examples for the Stairs video.

Figure 13. DET curves for the Stairs video.

PETS 2006 Prato Stairs
Gain factor 4x 4.4x 2.4x

Table 1. Gain factor obtained with the scene-specific detection re-
spect to the generic one in terms of computational time.

computational time can be saved. A summary of the com-
putational gain for every video is reported in Table 1.

4. Conclusions and future work

This paper proposed a generic procedure for training a
scene specific people detector by exploiting simple human
interaction. This technique works for any kind of scene
viewed by a static camera and allows to considerably in-
crease the performances of an appearance-based people de-
tector and reduce the computational time. It exploits human
validation for ensuring good quality of the scene-specific
examples added for retraining and background subtraction
as a preprocessing step to make the human validation a very
simple and fast task. This technique has been proved to
work in generic scenarios, even when the ground plane as-
sumption does not hold.
As a future work a tracking algorithm could be introduced
to improve the accuracy of background subtraction. More-
over a new rule could be studied in order to automatically
set the threshold used for selecting the valid neighborhood
around the validated examples.
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